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1 Introduction
Online platforms face significant challenges related to platform governance mechanisms like
content moderation, especially concerning hate speech. While this issue is pervasive worldwide,
the perception of and attention to its severity varies across geopolitical locations, economic interests,
and cultures [55, 88]. Content moderation decisions in the Global South often lack the necessary
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promptness and contextual understanding [24, 85]. Incidents from time to time highlighted how
such a lack of nuances results in a disproportionate restriction of users’ freedom of expression,
exacerbating distrust and reinforcing biased perceptions [9]. As people engage in sociopolitical
discourses and access various opportunities through online platforms, addressing these disparities
is crucial for fostering inclusive online environments. Instead of viewing users through a dichotomy
of being included or excluded, such as respectively the ones from the Global North and the Global
South, we adopt a civics-oriented framework to understand the experiences of intersectionally
marginalized users (e.g., Indigenous ethnic minority communities) in the Global South.
The difficulty in addressing this problem lies in platforms’ conventional approach of trying to

conceptualize their "average user." Cross-cultural computing research in information and communi-
cation technology for development (ICTD), human-computer interaction (HCI), and other adjacent
areas often use countries as a proxy for culture, shaping the expectation of the average users in
that context [19]. Let’s consider design decisions for an online platform in Bangladesh. In a country
where 98% people speak Bengali but with many accents and dialects [22], and where societal norms
are shaped by patriarchy [91], content moderation (e.g., identifying hate speech) would prioritize
the perspective of urban Bangladeshi men from the Bengali ethnic group over that of non-Bengali
ethnic minorities, women, and people who speak Bengali in non-normative ways. Through a post-
colonial perspective, the latter group is identified as the subaltern–the further marginalized group
within the colonially marginalized Global South. As computing platforms exhibit a certain colonial
impulse [29, 52], even the ones aiming to create inclusive spaces for non-English speaking users in
the Global South, limit users’ juridical and cultural inclusion, entitlements, and responsibilities.

Our approach builds on the concept of citizenship and its politics [89], translating it into the space
of ICTD through drawing analogies. Prior social computing research found the use of metaphors
and analogies effective in understanding online platforms’ affordances [11, 84] and governance
approaches [24, 82]. Following that line of social computing research where online platforms are
often compared to public spheres [83, 84] or content moderators are structured as juries [32], we
extend the analogy by describing users as citizens of these digital spaces. By drawing analogies
with different components of citizenship in civics, we overcome the limitation of treating users
homogeneously. Complementing prior ICTD studies on the marginalized users in the Global
South [23, 71, 90] and building on an empirical study with subaltern users like Indigenous ethnic
minorities (Adivasi) and women in Bangladesh and their encounters with hate speech, we propose
a framework that provides a structured way to examine their experiences on those platforms.

We conducted semi-structured interviews with users from Indigenous ethnic minority commu-
nities and female users in Bangladesh. Our empirical research to understand their experience of
interactions with other users frommajority communities and platform policies revealed inconsisten-
cies, societal biases, and challenges in how hate speech is collectively and algorithmically moderated,
highlighting the need for reconsidering governance mechanisms and policies. We looked into the
intersectionally marginalized subaltern users’ perspectives through four interrelated components:
(1) legal status determined by their juridical inclusion; (2) membership, which shapes and is shaped
by their cultural inclusion; (3) rights as their entitlement to voice opinions; and (4) participation
defined by their responsibilities on the platforms. While ICTD and social computing literature have
previously studied the marginalization of women and minorities online, our study contributes to
that scholarship by focusing on Bangladeshi female users and Indigenous communities.
In the discussion section, where we develop the concept of usership, we reflect on how this

framework can effectively be translated to different online platforms and communities to center
users’ experiences. Therefore, our paper not only empirically contributes by foregrounding the
multi-dimensional marginalization of Indigenous ethnic minorities and women in the Global South
but also makes a theoretical contribution to studying governance on online platforms. The paper is
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structured as follows: we first review related work on intersectional identity-based marginalization,
the power structure of governance, and content moderation (Section 2) and detail our methodology,
positionality and limitation (Section 3). Then, we present the findings from the interviews while
drawing analogies with components of citizenship (Section 4). In Section 5, we develop the usership
framework and discuss its limitations and implications for ICTD and social computing research.

2 Literature Review
This section discusses how people’s ethnic and gender identities shape their intersectional marginal-
ization and how governance gives a civic structure to such social relations of inclusion, exclusion,
and power. Here, we contextualize our discussion with examples, entities, and events specific to
Bangladesh and its demography. Later in this section, we explain how the notion of governance is
studied in the context of user interaction and content moderation in online platforms.

2.1 Subaltern as Intersectionally Marginalized Identities
Identity–how we see ourselves and want others to see us as social and physical beings [30, 37, 43]
mediates our interaction and relationship with others. Though it is often construed as an individ-
uated concept, various social identities emerge centered around people’s perceived membership
in different groups defined across race, ethnicity, gender, nationality, etc. [95]. People are often
marginalized or pushed to the peripheries of societies based on various dimensions of their identities.
A mechanism through which the marginalization of various identities has been historically imposed
and normalized is colonialism [18]–the process by which external forces settle, control, alter, and
exploit local identities, resources, and cultural, social, political, and economic structures [63]. In
colonized communities, it created identity hierarchies like racism, where certain races were privi-
leged over the others [33, 34]. Its pervasive impacts have transgenerationally shaped “traditional"
gender roles [86] and normalized Western beauty standards by stigmatizing larger bodies [35] and
darker skin tones [51]. Thus, some communities are marginalized in multiple ways.
In questioning how colonization further and disproportionately marginalized certain groups

within the colonized local communities, Spivak uses the concept of “subaltern" [87]. She described
how both colonial and patriarchal structures silenced Bengali women and barred them from
representing themselves within dominant discourses. Her work shows how viewing through
the dichotomy of colonizer-colonized alone misses the full extent of women’s marginalization
in postcolonial societies. Similarly, in exploring how race and gender interact to create specific
experiences of discrimination for Black women, which cannot be understood by looking at race
and gender separately, Crenshaw used the lens of “intersectionality", which argues that various
social categories compound to create unique experiences of discrimination and privilege [16, 17].
The absence of such an intersectional approach to understanding colonial marginalization

overlooks and trivializes the experiences of the subalterns–themarginalized within themarginalized.
For example, unlike the Americas, where Indigenous populations are often recognized based on
historical continuity with pre-colonial societies [31], scholars examined who qualifies as Indigenous,
considering how Asia’s diverse cultural and historical landscapes and contemporary emancipatory
politics complicated its definitions [8]. While in studying the colonial marginalization of larger
local ethnolinguistic communities (e.g., Bengalis) in South Asia, researchers also recognized the
intersectional oppression of smaller ethnic tribes andAdivasi groups (e.g., Chakma,Marma) [25, 100],
the latter has received little attention in HCI, CSCW, and ICTD literature. Similarly, researchers
in these spaces [28, 40, 47, 69] only nominally looked at the experiences of women of color and
Indigenous backgrounds (e.g., stereotypes and fetishization) with and through technologies.
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Such under-representation of certain identities in scientific research and scholarship is struc-
turally intertwined with how these identities are marginalized or prioritized and their depictions
are institutionalized by and within dominant power structures [4, 29, 52, 78], such as governance.

2.2 Governance as Civic Structure of Inclusion and Power
Governance refers to the systematic and structured processes through which authority and de-
cisions are exercised, and civic affairs are managed, involving both governmental institutions
and non-state administrative actors. In postcolonial nation-states, governance often reanimates
colonial hierarchies, values, and authority [33, 73], which scholars have critically examined from
various angles. In the context of Bengal, Banerjee explained how British colonial historiography
construed ethnic tribes or Adivasis as “primitive" and outside the realm of modern civilization [6].
Institutionalizing such perspectives, particularly those related to development and conservation,
postcolonial governance policies historically marginalized ethnic minorities in India [45]. Related
to Tuck and Yang’s concerns around Indigenous lands and epistemologies [97], Guha’s work high-
lights the adverse effects of state policies and corporate encroachments on Adivasi communities
in India. Scholars documented the conflicts between Indigenous ways of life and modern devel-
opment projects, how those accompanied by militarization led to Adivasis’ displacement, loss of
livelihoods, and sexual violence against Adivasi women, and grassroots Adivasi movements and
resistances [45, 94]. In doing so, they advocated for inclusive and equitable approaches toward
Indigenous rights.
The Adivasis in the Chittagong Hill Tracts (CHT) of Bangladesh have faced systematic state-

sponsored violence and exploitation since before Bangladesh’s emergence as a nation-state and
throughout the periods of colonial subjugation. British colonizers encroached upon their lands
for tea plantations and other economic ventures [74]. Under Pakistani rule, the construction of
the Kaptai Dam displaced thousands, seizing their fertile lands [101]. Post-independence, the
Bangladeshi government continued this legacy through ethnocide, militarization, and settlement
programs [14, 49]. While the CHT Peace Accord aimed to address these issues by promising
autonomy and land rights, its implementation has been inconsistent, leaving many underlying
tensions unresolved [13]. Especially, “an upward trend" of and “a culture of impunity" for sexual
abuse, abduction, physical assault, and attempted rape of Indigenous women are matters of critical
concern [53].
Decolonial scholars have examined how the assimilation of ethnic minorities in the paradigm

of nation-states and citizenship can be problematic [73]. For example, despite being Bangladeshi
citizens, Adivasis in the country were historically pressured to identify as “Bengalis" instead of
their ethnic identities like Chakma and Marma and are derogatively called Upajati1 [3]. In such
complex dynamics around people’s civic belonging in nation-states, Stokke’s open-ended analytical
framework of citizenship is useful [89], where he proposed four interconnected dimensions: legal
status, membership, rights, and participation. Membership and legal status refer to cultural and
judicial inclusion in communities, whereas rights and participation refer to the entitlements and
responsibilities that follow. These four dimensions are mutually constitutive and represent different
entry points and potential priorities in the politics and structure of civic inclusion and power.

2.3 Interaction and Moderation as Platform Governance
Early social computing research often studied online platforms through the notion of “public
spheres" [72, 83, 84], where citizens come together, exchange opinions regarding public affairs,

1The word translates to “sub-nation," which resembles Frantz Fanon’s quote about the Black people’s cultural assimilation:
“To be Black is to be subhuman" [34].
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discuss, deliberate, and eventually form public opinion [46]. While researchers have also critiqued
the associated utopian assumptions considering the politics around interaction [59], moderation [42],
and algorithms [38, 39], scholars have found such civics-oriented and associated metaphors-based
approaches to examine platform governance [32, 82]. But what does such governance do?

Platform governance, exercised through content moderation, community participation, and vari-
ous sociotechnical mechanisms, aims to create safer and more inclusive online environments [42],
maintain community standards [82], protect users from harmful content [79], and ensure legal
compliance [36]. However, this involves trade-offs, where moderators balance free speech with
user safety, negotiate among the interests of users, stakeholders, and regulatory requirements, and
establish social and algorithmic mechanisms for various levels of efficiency, accountability, and
transparency [54]. Challenges in such trade-offs often emerge, especially from the varied accept-
ability of and dominant beliefs around certain topics in different cultures and backgrounds [55].

When certain identities and values are consistently prioritized over others by governance prac-
tices, it shapes the platform’s identity [24, 41]. People’s identities across race, gender, ethnicity,
religion, nationality, linguistic norms, sexual orientation, etc., become the dimensions of such dis-
crimination and marginalization. For example, Gilbert found that “the default masculine whiteness
of Reddit" marginalizes women, Black, and LGBTQ+ people [41]. In studying the experience of
BnQuora users from different religions and nationalities within a single ethnolinguistic group (i.e.,
the Bengali people) with platform governance, Das and colleagues described how centralized and
collective surveillance by content moderators and majority users, respectively, control the users’
interaction leading minority users to self-surveil their interaction and self-imprison themselves [24].

Similarly, many recent works in ICTD and social computing have started exploring marginalized
users’ experience with platform governance [64, 90]. While researchers have developed various
computational approaches to mitigate the issues with harmful online content [56, 76] and evaluated
the feasibility of using algorithms instead of or besides humans in content moderation [21, 68] and
conceptualized various frameworks for that [93, 98]. However, a deep cultural understanding of
tolerance, civility, decorum, trust, and the history of the corresponding communities should be
central to approaches to this socio-technical problem [24, 90]. As moderation policies often overlook
different intersectionalities (e.g., considering countries as proxies for cultures, under-representation
of minorities in moderation bodies), the mismatch between moderators’ and users’ values and
perspectives often leads to the erasure of socially marginalized voices online [24, 96]. Besides
the lack of moderators’ efforts in supporting intersectionally marginalized communities, users
from majority groups often run coordinated efforts to influence, disrupt, or manipulate online
content or discussions, which researchers dubbed as “brigading" [28]. This often results in skewed
representation, increased harassment, and sectarian incitement [27]. In the context of the Global
South, researchers have studied users’ experience with and on various online platforms through
the lens of algorithmic coloniality [24] or an extension of historical colonization [85].
Similar to the analogies drawn between the practices of historical colonialism and platform

governance, researchers have also used metaphors to understand moderators’ roles and governance
structures in online platforms [32, 82]. Based on various roles, such as nurturing and supporting,
overseeing and facilitating, and governing and regulating communities, Seering et al. [82] found
users to describe a moderator as custodian, police, dictator, governor, referee, manager, etc. To
facilitate users’ democratic participation and trust in platform governance’s legitimacy, researchers
proposed emulating legal and civics-oriented approaches like jury decision-making, blind voting,
modularity, and deliberation for adjudicating content moderation cases [32, 60, 81].

While these prior works are useful in understanding governance practices, roles, and structures
from the content moderators’ side, in this work, we are adopting civic-oriented perspectives to
understand subaltern users’ experience with platform governance in postcolonial contexts.
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3 Methods
This paper follows a series of studies that focused on the experience of users from marginalized
communities on online platforms in postcolonial contexts. While the intersection of race and gender
has received much attention in social computing and ICTD research, in this particular paper, we
are interested in exploring how, within the same racial and colonially marginalized context, the
intersectional ethnic minority and gender identities shape users’ experience on online platforms in
Bangladesh. By examining their encounters with hate speech in particular, we want to understand
their legal standing, sense of cultural belonging, ability to express opinions and access opportunities,
and extent of resistance to hate speech through active participation in content moderation.

3.1 Recruitment and Semi-structured Interviews
Toward our research goal, we conducted a qualitative study through semi-structured interviews.
While little research focused on Bangladeshi ethnic minorities’ experience with ICT platforms,
prior research has highlighted various unique sociotechnical challenges women face in terms of
access and toxic interaction (e.g., hate speech) [71, 91, 92]. We contacted potential participants who
identified as ethnic minorities and women through a combination of convenience, purposive, and
snowball samplings. We got approval from X University in Bangladesh for our study materials (e.g.,
questionnaire, protocol) before beginning recruitment. We interviewed 18 participants (17 female
and 1 male) between March 2024 and April 2024. Among them, participants came from Chakma (5),
Garo (2), Tripura (2), and Bengali (9) ethnic groups. Interviewing participants from both ethnic
majority Bengali communities and ethnic minority groups (e.g., Chakma) helped us distinguish the
challenges that are intersectional rather than the ones stemming from either gender or ethnicity.

Participation in the studywas entirely voluntary. The first author read out the oral consent form to
the participants, who all orally gave permission to record the interviews. We asked the participants
about their demographic backgrounds, encounters with hate speech on online platforms, the
impacts of such encounters on their interactions, and their perceptions of and responses through
different local policies, social strategies, and technical processes. We transcribed the interview
recordings, anonymized them, and translated them into English prior to data analysis.

3.2 Data Analysis
This paper used a dual inductive and deductive approach to data analysis. Such an approach is
commonly used in understanding people’s practices around technologies in the Global South [25,
57, 77]. First, we identified the open codes, i.e., abstract representations of the entities, concepts,
and interactions that repeatedly appeared in the interview transcripts through qualitative analysis.
Some examples of inductive themes are: “stigmatizing Indigenous ethnic minorities’ practices,"
“physical appearance of ethnicminorities," and “fetishizing Indigenouswomen." Given the contextual
nature of interview data, we did not calculate an inter-rater reliability score [65]. Based on the
patterns that emerged, we noted the relationship between the intersection of ethnicity, gender,
and concerns around membership, legal status, rights, and participation. Upon reviewing social
computing research on online communities, we identified that metaphors in content moderation,
such as the civics-oriented ones, were effective for structured understanding of these concerns
online. Hence, we chose Stokke’s analytical framework of the politics of citizenship [89] to examine
intersectionally marginalized users’ juridical and cultural inclusion, rights, and participation.

3.3 Positionality Statement
Prior research has highlighted how the researchers’ identities may reflexively address certain
tensions and bring affinities into perspective in studying marginalized communities [62, 80]. All
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the authors (two women and three men) of this paper were born and raised in Bangladesh and are
members of the Bengali ethnolinguistic group. Four of them are Muslims, and one identifies as
a Hindu belonging to an underprivileged non-Aryan aboriginal caste. In addition to their varied
sociocultural perspectives, all authors’ backgrounds in computer science, with two authors’ prior
scholarship related to decolonial, postcolonial, marginalized identity, and social computing research,
have informed and guided the motivation and execution of this study.

3.4 Limitations and Future Work
Due tomost of our participants being recruited at or through social connections through a university,
the major limitation of our study is the limited socioeconomic and age diversity of our participants
(18-28 years). While this restricts the generalizability of the findings, within the qualitative tradition
of research [61], the goal of this work is not to produce generalizability but rather to study a
specific phenomenon in a focused context. In the future, we plan to include a more diverse set
of participants. A follow-up of this study will aim to develop socio-culturally aware algorithmic
and policy-driven approaches to mitigate online hate and toxicity targeted toward intersectionally
marginalized communities.

4 Results
In this section, we will discuss our empirical findings by drawing analogies with the components
of citizenship as defined by Stokke [89]. Here, we examine the users’ legal status as their juridi-
cal inclusion, membership as their cultural inclusion, rights as their entitlement to voice, and
participation as their platform responsibilities.

4.1 Legal Status: Users’ Juridical Inclusion
Who is considered a Bangladeshi user when using online platforms? An individual is considered a
user on a platform simply by joining it. Civics-oriented analogies can be drawn between this process
of becoming a user and the process of becoming a citizen in modern states. While citizenship is
acquired based on the citizenship of parents (jus sanguinis), being born within the territory of a
state (jus soli), marrying a citizen (jus matrimonii), or residence for a given period (jus domicile) [89],
computing researchers have also discussed citizenship informationalized through technology [15].
For example, US federal bodies like the National Security Agency (NSA) formally rely on jus
algorithmi–a formal “citizenship" reconceptualized based on people’s data [15]. By virtue of using
contemporary online platforms, i.e., jus usus, most of which have some algorithmic components to
those, individuals become subject to the arbitration of jus algorithmi. P1 describes its pervasiveness,

Social media is free for everyone, so many people who are illiterate on social media can
use the platform, so their thinking is different. So, to avoid bad comments or bullying,
it is better to add some restrictions. (P1, male, Chakma)

This statement indicates the hierarchies among users. This entails stratified possibilities, jurisdic-
tions, and outcomes for their presence on online platforms. So, who should design and implement
these restrictions, and for whom? Beyond platform policies–which are a contractual relation be-
tween users and the platforms, both users and online spaces are also subject to local laws. But
how are the users’ juridical inclusion determined? Unlike its soli or sanguinis counterparts, infor-
mationalized citizenships (e.g., jus usus, jus algoritmi) are not something to be proved once and
for all but continuously performed for algorithmic arbiters. This blurs the idealized image of a
binary distinction between citizens and non-citizens and of equality among all users. For example,
to determine how local laws apply to a user, without specific information, the NSA presumes a user
to be a foreigner until positively identified as a US person. As the understanding of hate speech
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significantly varies across different cultures [55], national and state governments often develop
legal articles to make provisions for the trial of offenses committed through digital platforms, such
as the Digital Security Act (DSA) in Bangladesh. Contrary to NSA’s approach that differentiates
between US and non-US persons [15], Bangladesh’s DSA claims provision over offenses by any
person or institution in and outside of the country. DSA and its predecessor Section 57 of the ICT
Act [75] have been criticized for disproportionate prosecution of minority users [26]. While users
from the Global South are legally vulnerable in general [2, 5, 48], their subaltern identities (e.g.,
minority) often lead to intersectional marginalization and experience with hate speech.

4.2 Membership: Users’ Cultural Inclusion
While legal identification of users (e.g., how and which local laws should apply to them) often
relies on the territories from where they access online platforms, it is fundamentally challenged
by cultural diversity and identity politics [89], where the notion of users’ membership in local
communities draws a distinction between insiders and outsiders. We need to examine whether and
to what extent subaltern users are considered to be members of Bangladeshi online communities.
Drawing an analogy to the civics framework of citizenship, the concern around membership
inherently becomes a question of cultural inclusion. In the case of nationhood, scholars highlight a
basic distinction between ethnocultural and juridical-political constructions of nationhood [89].
For example, whereas some national communities are built around a cultural essence (e.g., German
nationhood being based on a notion of an ethnic community with strong ties to a historical
homeland), other nations are defined through a territorial state formation (e.g., French nationhood
revolving around people living under common law and the same legislative assembly within the
territorial state) [10]. In Bangladesh, while 98% of its people are Bengali, there are many ethnic
minority communities in the country. As computing systems tend to rely heavily on reductionist
representation [29], the users from Bangladesh who identify as ethnic minorities and women would
have similar jus algorithmi or jus usus for an online platform based on their locations. However,
similar to Bengali female users’ varied experiences from that of Bengali male users, highlighted by
prior work [70, 71], our study highlights how the ethnic minorities’ cultural diversities with the
majority Bengali communities shape their online experience with hate speech.

Our participants fromBangladeshi ethnicminority communities described how they are identified
and made targets of hate speech based on their physical appearance. P1 described one such incident:

Once, when I was a college student, some of my friends and I posted photos on Facebook.
One of my Facebook friends made a comment which hurt me a lot. You know I am
from a minority community, and others are Bengali. In the photo, I was at a side. After
posting it, my Facebook friend commented, “Why did you keep her at a side? ... Her
appearance is different. ... She is from a minority community." It was very insulting.
(P1, male, Chakma)

Here, users from majority communities, even the ones our participants considered part of their
social circles, were alienating them based on their different ethnicity. Our female participants from
the Bangladeshi Bengali communities also described experiences of body shaming. Participant P11
shared an acquaintance’s story:

The incident happened not with me but with a known senior sister2 from Chittagong.
She is a businesswoman. Once, she was showing dresses for her business. She was
a bit healthy (colloquially modest way to describe someone who is overweight), so
when she was in real life, many people commented in bad taste, like “Why are you so

2In Bangladeshi culture, senior female friends are often referred to as apa/didi, which means senior sister, though they are
usually not related by blood.
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healthy? Why do you look odd?" [...] Body shaming, basically. She was married, and it
was so insulting for her as some men started bullying her. (P11, female, Bengali)

In contrast to the incident described above, where users from the majority community attempted
to distance the minority users, our participants also described cases where they were tokenized
and exoticized. Participant P5 described her discomfort with such interaction:

With me, it was not bullying, but it was like a random man actually sending a friend
request mentioning that he was interested in Chakma3. So, do you want to be my
Facebook friend? This is a common problem, and my friends and sisters always face
this issue. (P5, female, Tripura)

This statement highlights how female users from ethnic minority communities in Bangladesh
are reduced to their ethnicity for sensual desires and superficially included for appearance’s sake.
Similar to how subaltern users’ interaction is influenced by their physical appearance being different
from that of the majority user communities (e.g., Bengali men), their cultural practices are often
stigmatized in relation to normative Bangladeshi Bengali practices and viewed through a lens of
ill-informed stereotypes. Beyond physical appearance, our participants described how Adivasi
communities often become subject to racial slurs based on their languages and accents. P5 shared:

I know a Chakma senior sister who has a Facebook page [...], where someone made
some bad comments like “ching chong." Moreover, celebrity Chakma girls always get
racist comments, which is embarrassing for them. (P5, female, Tripura)

These hateful comments our participants and their acquaintances received demonstrate the
othering of Adivasi and ethnic minorities in Bangladeshi online communities. The concerns of
subaltern users truly being members of these communities in terms of cultural inclusion demand
an understanding of normative and non-normative cultural practices in the country. For example,
while the nationhood of Bangladesh is intertwined with Bengali ethnolinguistic identity and the
country’s constitution upholds secularism as one of the fundamental principles [67], more than
91% of the population being Muslim [12] and the state religion being Islam, Islamic values strongly
influence and shape the cultural norms (e.g., food habit) of the country.

Let’s consider participant P5’s conversation with someone from Bangladeshi Bengali community:
A friend asked me, “Is alcohol your main food?" I was shocked and asked where she
knew that. She told me that from the class four textbook. ... I think this is not only
insulting but also humiliating the tribal people of Bangladesh. (P5, female, Tripura)

Views like alcoholic drinks being the main food of Adivasi communities, a semantically incorrect
statement to begin with, are largely driven by stereotypes about non-normative cultures and food
habits. Though most Adivasi communities in the Chittagong Hill Tracts (CHT) region of Bangladesh
belong to non-Muslim faiths [44] and can consume alcohol with a legal permit [99], its consumption
in Bangladesh is severely stigmatized and considered non-normative in Bangladesh owing to the
strong influence of the religious values of the majority communities. As national curriculum and
textbooks often shape people’s general knowledge of diverse communities [20], our participants
emphasized that the authorities should consult corresponding minority community experts while
including and narrating such information. Several of our participants referred to a recent incident
that gained a lot of attention in mainstream and social media: a few Adivasi men kidnapped and
murdered a Bengali college student. Afterward, fake stories, photo cards (see example in Figure 1),
and videos on Bangladeshi social media started claiming the offender had “cooked and eaten" the
victim’s flesh and spread rumors of the Adivasi communities living in the CHT to be cannibals.

3One of the largest ethnic minority groups in Bangladesh
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Fig. 1. A viral photo card was spreading hatred against Adivasi communities. Rhyming Bengali text in it
translates as “Bones never become flesh and upajati (meaning and use explained in section 2) never become
friends." We do not provide the URL to abstain from contributing to popularizing the source of such hateful
content.

Participant P4 described how the lack of cultural sensitivities andmalignant stereotypesweaponized
the incident to demonize the ethnic minorities at large:

Recently, there has been a discussion about minority groups. For example, aboriginal
populations are cannibalistic. So, for joking, friends say things like “Tora to manus
khash" (meaning, “You guys eat human flesh"). Even if it is a joke, it hurts me. (P4,
female, Tripura)

Characterizing “subaltern" as a negative space from where one cannot express their concerns and
opinions, Spivak rhetorically asked [87], “Can the subaltern speak?" Similarly, the question here is
whether these subaltern users (e.g., Adivasis and women)–intersectionally marginalized users in
the Global South can make their voices heard while facing hateful speech on online platforms.

4.3 Rights: Users’ Entitlement to “Voice"
People are entitled to a set of rights as citizens of modern nation-states, usually understood through
a threefold typology of civil, political, and social rights. Among these, civil rights protect freedom of
conscience and choice (e.g., free speech and press, and freedom of religion), political rights capacitate
people to express opposition and to protest, and social rights include enabling opportunity (e.g.,
in education and the labor market) [89]. While these rights have various complexities in terms of
citizenship in a state, our work builds an analogy in the case of users in online platforms. We are
inspired by the notion of sociomateriality in postcolonial contexts [20, 23, 25] that highlights the
importance and effectiveness of online discourse in real-life movements for sociopolitical rights.
Prior ICTD scholarship conceptualizes the ability to express people’s rightful opinion through
technology as “voice" [1]. Subject to the politics of access, autonomy, and accountability [1],
technologies like online platforms augment, shape, and impede users’ entitlement to voice their
sociopolitical concerns [23] and demands for various rights [25]. Therefore, a civics-oriented
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approach to understanding subaltern users’ experience in Bangladeshi social media needs to
examine to what extent users can voice themselves online and ask for rights in those spaces.
While prior social computing researchers described content moderation (e.g., determining

whether a post is harmful) as subject to trade-off among various factors and values [54, 55], our
study drawing an analogy between the users’ rights in online platforms and rights associated with
citizenship highlights tensions between different kinds of rights. For example, reflective discussions
that negotiate between principles of universality and equality and efforts that aim at addressing in-
equalities between social groups often surface in Bangladeshi social media, especially in the context
of various provisions of the CHT peace accord and reservation for underprivileged ethnic minority
communities. While some of these discourses are contextual and demand careful ethical and legal
consideration, some experiences of our participants were clearly shaped by majoritarianism. As
participant P3 shared:

I never post anything odd that can trigger hate speech. ... I have seen it in the case of my
friends. Recently, one of my university Bangali friends posted on Facebook, wondering
about considering public holidays for ethnic minority groups’ different occasions like
Bizhu, Baisabi, etc. In that post, I found a mutual friend’s comment that minorities
should not be eligible for those holidays. ... Such a narrow-minded comment from a
person in an independent country looks odd. Later, she deleted the post. (P3, female,
Garo)

Like Participant P3, many of our participants talked about self-suppressing their voices in fear
of further hate speech. Despite being interested in creating Facebook pages to be active, which
often helps in gaining and sustaining popularity in Bangladeshi social media [23], they often lock
their profile and do not engage in “social browsing" [58] (e.g., accepting unknown people’s friend
requests). This shows how majoritarian domination violates subaltern users’ freedom of speech. In
the case described above, a user from the majority community came forward to raise their voice
in support of the ethnic minorities. She was talking about the new year festivals like Bizhu and
Baisabi that are observed through various cultural and religious rituals by Adivasi communities4.
Whereas digital activism is often championed in ICTD literature, our study shows how subaltern
users, like those from adivasi communities, cannot exercise their civil rights like freedom of speech
or demanding freedom of religion on online platforms and how the support of the allies from
majority communities also fall short in face of severe majoritarianism.
Similarly, our participants discussed how their efforts to voice their political rights are barred

in online communities. For example, as previously discussed in section 2, adivasi women’s sexual
abuse has been a major concern with the historically state-sponsored Bengali settlements in the
CHT region. With the offenders of many of these incidents going unpunished, the Adivasi users
sometimes demand their rights to justice online. Participant P2 said:

I posted on Facebook about a rape incident [of an indigenous woman] in Bandarban in
2012 and accused the army. I still didn’t know what actually happened. Then, many
people made bad comments. They accused minority groups that [the victim] may have
done that for money. It was very insulting to all minority people in the area. (P2,
female, Garo)

While the participant speculated about the army’s involvement in the incident, many users from
the majority Bengali communities commenting on her post blamed the victim and her community
unfairly. Related to the juridical exclusion and cultural alienation of Adivasi communities that we
discussed in the previous two subsections, this broadly highlights the futility of online platforms in

4It is known as Bizhu among the Chakmas, Sangrai among the Marmas, and Baisab among the Tripuras.
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voicing subaltern users’ political rights, whereas prior works have found the same platforms to be
effective in Bengali people’s sociopolitical discourse [23]. Similarly, whereas social media has opened
new avenues for engaging in the labor market through home-based businesses in Bangladesh [66],
subaltern users are often deterred from accessing these opportunities. For example, participant P11
described how a female entrepreneur missed out on business opportunities for online hate speech:

Due to body shaming, first, she quit her business life, but after three months, she started
again and then replied to them, asking why they were body shaming her and What
her fault was if she looked like that. (P11, female, Bengali)

While appealing to peers in this way often becomes an effective way to voice one’s concerns, a
well-functioning governance mechanism, whether in state or online platforms, should give ways
for its subjects – citizens or users – to formally bring those concerns to its attention.

4.4 Participation: Users’ Platform Responsibilities
While a good citizen is viewed as a self-governing member of the state, a civics-oriented commu-
nitarian perspective of users emphasizes their participation at the community level in an online
platform. That means users also have responsibilities to be involved in the governance and content
moderation of online platforms. While most platforms are inclined toward either a centralized or
distributed approach, they often strike a balance between these extremities. In doing so, some users
engage in extensive participation, such as the moderators and administrators who can devote time
to the duties of platform governance. In addition to surveillance of such a centralized moderation
body, they also rely on users’ collective involvement in decision-making and monitoring of content.
However, as previously found by prior works, such collective participation of users in cleansing
the platform of hate speech relies on the strength of numbers. Participant P5 explained:

Facebook doesn’t delete any ID for one report–it requires many [reports against one
ID]. Sometimes, despite a report, it doesn’t delete the ID. I like to report different types
of comments. Recently, I made a report, but Facebook didn’t take any action. This is
why minority community women who are bullied are demotivated to report those IDs,
and such incidents are increasing day by day. (P5, female, Tripura)

While online platform moderation systems’ reliance on the number of reports makes sense in cer-
tain cases, the similar quantitative threshold of collective reports is unfair and disproportionate for
subaltern users like women from Indigenous communities. The problem with reliance on collective
reporting in platform governance can also stem from varied levels of user participation. In civics
literature, citizens are divided into three types: participant, non-participant, and opportunistic [89].
Building on that, we can identify users in online platforms who are either incorporated, sometimes
commercially, as community managers by the platform itself or the ones who actively participate
in reporting harmful content they encounter. Non-participating users are the ones who accept
authorities of platform governance and justify their cynicism and inactivity with the impossibility
of achieving real change in the platform’s moderation practices or the subaltern users, like the
ones participant P5 mentioned in the statement above, who are alienated through the lack of
required resources and, in the example statement above, support from other users. There also exist
opportunistic users who prioritize their own interests and participate in content moderation work,
such as reporting only if their participation would directly affect their interests. Participant and
opportunist users adopt various strategies in platform governance. Participant P8 explained:

When a woman posts something, 5-6 men become a group and then start making bad
comments, one after another. ... She first tries to reply to those bullies. The victim then
shares those [bullies’] Facebook IDs with her friends to report. But when the woman
replies to those bullies, and his friends support that boy, then it becomes tough to
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report all that is. Since reporting IDs for a bully is a lengthy process, she ignores it. (P8,
female, Bengali)

This example captures the process of brigading. The collective targeted attack by the bullies,
who are opportunistic users in this case, on a female user online demotivates the female user to
report bullying to the platform governance and turns her into a non-participant user. Participant
P5 mentioned that even when the victim’s friends support them in the cases of brigading, it often
leads to a conflict between two groups without any possibility of better interaction in the future.
Though online communities are often described as participatory spaces, like in the cases of

citizens in a state [50], targeted groups are invited to participate on terms that are defined top-down
or through norms of the majority [24]. Here, rather than being sovereign individuals who express
themselves through democratic participation, the subjects are invited to participate on terms set by
the state or, in this paper’s case, online platforms. Let’s consider what Participant P12 said about
Facebook’s reporting system:

A few options are available. I myself have done some reports. ... Yes, bullying is available,
but options are very few or limited. ... There should be more described options, and for
what reason we are reporting, there should be adequate spaces for it to be mentioned.
(P12, female, Bengali)

Here, the participant described how users participate in content moderation on Facebook accord-
ing to the terms or high-level options set by the platform, which often do not capture the nuanced
contexts of hate speech or harmful content the subaltern users encounter. Similar to the participant
above, who asked for spaces to explain the particular situations with each reporting, Participant P1
talked about a need for ways in the reporting system for the users to directly add options to the
current list of categories.

5 Discussion
Understanding the subaltern users’ experience with hate speech through a civics-oriented approach
helps us develop the idea of “usership". Analogous to the concept of citizenship, usership highlights
the spectrum of legal status, membership, rights, and participation of users in online platforms. In
this section, we discuss the concept of “usership" based on this analogy, reflect on the limitations
inherent to such a metaphor-based framework, and outline the implications for ICTD practitioners
and platform designers.

5.1 Usership as a Conceptual Framework
By adopting and modifying Stokke’s framework of citizenship [89], we visualized the dimensions
and stratification of usership in Figure 2. When users join and use a platform, their contract with
the platform–what they can and are expected to do is characterized by jus usus (status by the
right of using). In addition, the users’ legal status is also determined by the local laws in their
geographic location and that of the platform, which often relies on the users’ algorithmic identity,
which we explained through the concept of jus algorithmii (status by the right of algorithms).
Here, the political factors (e.g., local laws) and identity constructed by sociotechnical systems (e.g.,
algorithms) influence the juridical inclusion of users, i.e., the legal status of usership.

Our results showed how ethnic minority users are excluded from Bangladeshi online communities.
Their alienation is often based on different physical appearances, stereotypes, ill-informed rumors,
languages, and cultural practices. The study highlights how intersectional marginalization, such
as in the form of exclusion and exoticization, of Adivasi women is unique to them and cannot
be captured by just studying Bangladeshi Adivasi or Bangladeshi female users. This foregrounds
how societal factors like norms around looks, food, and practices shape users’ cultural inclusion,

, Vol. 1, No. 1, Article . Publication date: February 2024.



14

Fig. 2. Dimensions and stratification of usership

in other words, their membership in online communities. As social group identities influence
users’ membership in online platforms, our study demonstrated how that impacts subaltern users’
interaction and their ability to benefit from content moderation processes (e.g., reporting). The
study showed how brigading of opportunist users, for example, those from majority communities
and dominant gender identity, as well as top-down defined terms and hate speech categories from
the platform, limit subaltern users’ participation in the collective platform governance, such as
through identifying and cleansing harmful content.
To understand how online platforms in Bangladesh shape subaltern users’ rights, we drew on

the concept of voice. This idea is central to subaltern postcolonial studies [87] and one of the
major threads in ICTD scholarship [1], which focuses on concerns around access, autonomy, and
accountability. By closely examining Bangladeshi subaltern users’ freedom of speech, identity (e.g.,
religious) expression, ability to protest and convey opposition in political matters, and access to
opportunities (e.g., commercial) on online platforms through this concept, we demonstrated how
these platforms differentially contribute to users’ entitlements to civil, social, and political rights.

While ideally, one’s usership should be at the intersection of all four dimensions, of course, the
dimensions of usership overlap in various ways to stratify the users of a platform. For example,
stratum 1 in Figure 2 indicates the ones who are considered users by the platform under particular
local legal authorities, culturally belong to the community, and enjoy certain rights but cannot
participate in content moderation. In most cases, this mostly includes the general users who are
not moderators of any online spaces or do not have the privilege to report harmful content or
participate in meta-discussion boards (e.g., users with low reputation points in StackExchange
platforms). Similarly, stratum 2 contains users who meet the legal requirements of the platform
and local laws, can exercise rights, and actively participate but are not culturally integrated with
the online community. Examples of these users can be new users in a subreddit unfamiliar with the
community norms. While platforms almost always have jurisdiction over their users, a user (in
stratum 3) might not have legal status in terms of local laws despite having cultural membership,
certain rights, and participation (e.g., minor users). Similarly, stratum 4 covers the users who have
legal status, membership, and ability to participate but without rights. For example, a YouTuber
who cannot monetize their videos but can appeal the platform’s decision in that regard. There can
also be situations where two or only one dimension of usership is satisfied.
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5.2 Shortcomings of the Usership Framework
While the analogy between citizenship and usership provides a structured lens through which we
can examine user interactions on online platforms, its limitations alsomust be considered in an ICTD
context. Central differences in citizenship and usership emerge from their frequency/possibility of
changing and the nature of governance between the entities involved: nation-states and corporate
platforms. Citizenship is often tied to relatively fixed identities—such as nationality or legal sta-
tus—embedded in institutional frameworks and difficult to change. In contrast, usership on online
platforms is marked by more fluid and dynamic identities, as users can adopt multiple personas,
remain anonymous, or shift between roles across different platforms. This flexibility is not easily
captured by the relatively rigid concept of citizenship, where identity is more static.

Furthermore, Citizenship typically involves a legal and political relationship between individuals
and a sovereign state, which provides rights, responsibilities, and protections within a framework of
laws and political structures designed to balance individual and collective interests. However, online
platforms are corporate entities driven primarily by business objectives, such as profit maximization,
user engagement, and operational efficiency. Governance in these contexts often prioritizes these
business interests over the protection of user rights, which introduces complexities when applying
the citizenship analogy to usership. At the same time, when the values of these corporate bodies do
not align with those of the sovereign state where they operate, it poses ethical dilemmas and legal
complexities around users. As such, the analogy between usership and citizenship may obscure
important differences in how individuals navigate identity, agency, and participation in digital
environments. These distinctions suggest that while the citizenship framework offers valuable
insights, it may not fully account for the fluidity and complexity of usership in online spaces.

5.3 Implications of the framework for HCI and ICTD Research
Altogether, how the dimensions of usership shape and are shaped by users’ identity, agency, and
sociocultural and legal influences on technology emphasizes how subaltern users interact with
and through online platforms and experience the broader socio-technical environment. Criticism
of such a conceptualization of usership can emerge from post-modernist approaches in HCI. For
example, using “user" as a proxy construct for “human," we lose nuances about subject positions.
Similarly, adopting a lens of “citizen" over “public" can bring certain ontological limitations. However,
Brubaker and Baumer argue that a structural notion of user prioritizes efficiency, calculability, and
predictability [7]. Especially as many recent works are adopting structural ways to understand
content moderation in online platforms, similarly structured approaches to understanding users’
experiences would help us get a more comprehensive understanding of those spaces.

Hence, despite these limitations, the analogy between citizenship and usership remains a useful
conceptual tool for understanding how users are included, excluded, or stratified online, especially
in regions where marginalized communities face systemic exclusion from physical and digital
infrastructures. By offering a structured way to analyze the multiple dimensions of usership, such as
legal standing, rights, participation, and cultural belonging, the framework serves as an important
starting point for exploring how digital environments mediate users’ access and experiences.

6 Conclusion
This paper examines intersectionally marginalized users’ experience with hate speech online. We
found how the users in Bangladesh who come from Indigenous ethnic minority communities and/or
identify as women face cultural exclusion and cannot access technologically mediated opportunities,
exercise sociopolitical rights, and participate in decision-making for adjudicating online content
to the same extent as the ethnic majorities and male users. Based on the empirical findings, we
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developed a civics-oriented framework of “usership" that helps us understand users’ legal status,
membership, rights, and participation in platform governance. This framework, informed by the
perspectives in the Global South, would provide a user-centered metaphor for studying moderation.
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