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ABSTRACT
Researchers heavily use online platforms for collecting trace data,
i.e., data capturing user interaction on and with sociotechnical
systems. Human-computer interaction scholars have highlighted
the role of reflexivity while analyzing such data in the case of
marginalized communities. Drawing on sociomaterial perspectives,
we highlight how data collection approaches involving lists of
search phrases and APIs can embed researchers’ positionality, per-
spectives, and biases within the datasets. In this note, we reflect on
the data collection approaches of two papers that studied the so-
ciohistorically marginalized Bengali communities on the question-
and-answer site Bengali Quora. We illustrate how recommendation
systems and data labeling workers can be included in the data col-
lection process to democratize and limit bias while broadening and
contextualizing the trace datasets for research.

CCS CONCEPTS
•Human-centered computing→HCI design and evaluation
methods; • Information systems → Information retrieval;
World Wide Web.
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1 INTRODUCTION
Data from online platforms, such as social media and question-
and-answer (Q&A) sites, are often collected and used by scholars
across various domains and disciplines (e.g., social computing [24],
affective computing [8], data science [2], software engineering [22],
political science [32]) to understand human behavior, re-design
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technical systems, and make predictions. These trace data are of-
ten collected using application programming interfaces (APIs). Re-
searchers generate lists of keywords, phrases, and tags and then
use those as the primary inputs into APIs. Nevertheless, little work
has reflected upon how researcher biases mediate the preparation
and utilization of these keyword lists.

Especially while studying marginalized communities, tensions
emerge around exploitation,membership, disclosure, and allyship [20].
As many studies in recent years have focused on marginalized com-
munities online [12, 13, 16], HCI scholars have highlighted how
researchers’ identities (e.g., race, gender, sexual orientation) can
bring certain affinities into perspective which can shape the data
collection and analysis process [26]. While researcher bias in data
analysis is often talked about, the possibility and sources of bi-
ases in data collection are not as heavily discussed. We draw on
a sociomaterial perspective–that views social and material to be
intertwined, highlighting how the process of trace data collection
from sociotechnical systems (e.g., online platforms) is entangled
with researchers’ positionality and API biases.

In this note, we discuss the cases and lessons from two recent
studies–one on sociohistoricallymarginalized Bengali communities’
identity work [11] and another on their experience with governance
on Bengali Quora (BnQuora) [9]. Drawing on the sociomaterialist
metaphor of apparatus [3, 23], we explicate how the researchers’
sociohistoric backgrounds and standpoints affected their choice
of search phrases, and influenced their collected dataset in those
studies. Recognizing the difficulty of avoiding this reflexivity of
the researchers, we discuss how those studies strategized the use
of on-platform recommendation system to democratize their data
collection apparatuses to be inclusive of more people’s views and
opinions.

We argue that beyond the above mentioned papers’ exploration
of sociohistoricallymarginalized Bengali communities on BnQuora [9,
11], the data collection processes of these papers are interesting
from a methodological perspective and have important insights
for using trace data in social justice-oriented research focused on
marginalized communities. The following section explains concepts
like trace data, apparatus, and how data’s refractive, reflective, and
diffractive readings determine the scope and epistemology of re-
search. In section 3, we reflect on the data collection process from
BnQuora as described in two papers by Das and colleagues [9, 11].
First, we discuss how the list of keywords and API functioning
as apparatuses influenced the formation of their trace datasets.
Later in that section, we examine how their use of BnQuora’s on-
platform recommendation system, and data labeling participants
have widened the scope, in other words, democratized and limited
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biases in the datasets. We conclude by underscoring the implica-
tions of these strategies for future research.

2 LITERATURE REVIEW
In this section, we discuss the definitions of trace data. By drawing
on the optical metaphors such as apparatus, refraction, reflection,
and diffraction, we discuss how these different ways of looking at
trace data correspond to different research streams. We also provide
a general overview of the objectives and principles of recommen-
dation systems.

2.1 Trace and Apparatus
By interacting with and via sociotechnical systems, users create
trace data that captures users’ performances, often at a fine level
of detail [23]. User-generated contents like textual and multime-
dia posts (e.g., questions, answers, comments, replies) on online
platforms (e.g., Q&A sites, social media) and weblogs are good ex-
amples of such trace data. These are often utilized in quantitative
explorations of systems (e.g., identifying the resource requirements
of a server at different times of the day based on the number of
visitors). Based on similar data sources, as a qualitative approach,
trace ethnography combines the richness of participant observation
with the wealth of data logs to reconstruct patterns and practices
of users in distributed sociotechnical systems [14]. Drawing on
the concept “apparatus", Østerlund and colleagues highlighted a
number of methodological and theoretical challenges associated
with trace data that rise because of its inseparable nature of the
social and material [23].

Barad defines apparatus as the material conditions that deter-
mine “what matters and what are excluded from mattering" [3].
By determining the phenomenon of interest, researchers distin-
guish and explore what are considered central to their research
questions and what are considered out of scope for a particular
study [23]. These distinctions or cuts matter because traces are
seen through these apparatuses. To explain what we “see", fem-
inist scholars Haraway and Barad have used optical metaphors
refraction, reflection, and diffraction [3, 17]. Refraction epistemo-
logically gives researchers a positivist-leaning view of data. By
creating sharp boundaries around a phenomenon, such reading of
trace data considers traces as authentic depictions of the world–
free of distortion and homologous to originals. On the contrary,
boundaries drawn by a reflection-inspired reading of trace data are
fuzzy. Hence, incomplete, blurred, and distorted representations of
pre-given objects need to be interpreted to determine meanings.
Unlike in refraction and reflection, in the diffraction-based reading
of trace data, subjects and objects do not pre-exist instead emerge
through practice. Researchers adopt this sociomaterial approach to
study the phenomenon and apparatus through one another–how
traces ripple through the apparatus.

2.2 Basic Models in Recommendation Systems
User interaction on online platforms simultaneously shapes and
is shaped by what contents are furnished by the recommendation
systems on those platforms. In doing so, basic recommendation sys-
tems usually work in two ways [1]: (a) collaborative filtering meth-
ods and (b) content-based recommendation systems. Collaborative

filtering methods make recommendations based on the collective
power of multiple users’ opinions (e.g., ratings) which are often
highly correlated across various users and items. In content-based
recommendation, the descriptive attributes of items (e.g., keywords)
and users (e.g., profiles) are used to make recommendations. In ad-
dition to these, specific requirements and constraints are attended
to in knowledge-based recommendation systems while generating
recommendations. In practice, online platforms combine different
recommendation algorithms to put their strengths in addressing
various settings and purposes.

Quora provides a personalized home feed (both with questions
and answers) experience to its users. For this purpose, the Quora
recommendation algorithm (QRA) uses a multi-stage system of
personalized learning-to-rank approach that shows contents to an
individual user based on topics, social connections with other users,
temporal relevance, potential capacity to answer questions, etc. [31].
Though providing personalized experience to users is one of key
objectives of recommendation systems, scholars have highlighted
the idea of supporting users to explore different views and perspec-
tives through unpersonalized and diverse recommendations [6, 19].
Along that line, while browsing the platform, QRA also presents
users with questions related to the current question they are view-
ing. These recommendations are particularly effective in fostering
engagement from logged-out or unregistered users. Without know-
ing these users’ preferences, the recommendations about related
questions are unpersonalized. In this case, QRA uses machine learn-
ing approaches like different collaborative filtering algorithms (e.g.,
weighted average least squares, Bayesian personalized ranking)
considering different factors such as textual similarity, user co-visit
data, topics, quality, and popularity of the questions [31].

3 SOCIOMATERIAL CONSIDERATIONS IN
TRACE DATA COLLECTION

Das and Semaan [11] explored the Bengali communities’ experi-
ence with colonization–the practices through which foreign forces
migrated and disrupted the social structures and lives of native and
indigenous people [21]. They studied how the colonially marginal-
ized Bengali communities engage in collaborative identity decolo-
nization work–the process of reclaiming their local and indigenous
identities, on BnQuora. In their prior work, Das and colleagues [9]
studied the Bengali communities’ experience with the governance
on BnQuora–how the sociotechnical mechanisms of the platform
support and impede their identity expression and performance.
Both these papers adopted a trace ethnography approach to under-
stand users’ strategies and experiences by studying Q&A threads
data from BnQuora.

3.1 How Data Collection Apparatuses Shape
Research Endeavors

In this subsection, we will discuss how trace data collection tools
(e.g., lists of keywords and API), which are often deemed standard
components for data collection in many disciplines [2, 22], can re-
flect researchers’ perceptions and biases. Using Das and colleagues’
works [9, 11] as examples we illustrate how these components func-
tion as apparatus, i.e., influence and shape how researchers can
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view trace data–thus, question the assumption of objectivity of lists
of keywords and APIs.

3.1.1 List of Keywords as Apparatus. A traditional approach for col-
lecting trace data from online platforms is to use a list of keywords
and search phrases. The terms and phrases that are related to the
topic and context of the study are included in that list. Researchers
make certain decisions about what keywords are relevant to the
context or purpose of the study and what are not. In doing so, the
researchers effectively have agency over the sampling and data
collection from the target online platform.

While collecting the Q&A threads that are related to identity
decolonization work, Das and Semaan [11] prepared a list of key-
words based on the colonial history of the Bengal region. Different
(a) related concepts, (b) historic figures, (c) events, (d) places, and
(e) emergent political ideologies during the colonial period were
considered relevant while preparing the list. Similarly, in [9], the
initial dataset was collected by using a list of search keywords that
included terms and phrases identifying (a) features of the platform
(e.g., moderation and stages1), (b) narratives describing how people
were experiencing governance, and (c) users’ linguistic, national,
or religious identities.

In both papers [9, 11], Das and colleagues tried to identify and
include search terms on relevant concepts (e.g., colonialism, nation-
ality). What these concepts, narratives, and experience can entail
can be somewhat abstract and fuzzy. Again, given the long history
of colonization in the region, preparing an exhaustive list of all
historic figures, events, places, and emergent political ideologies
during the colonial periods is difficult. Therefore, while the lists of
keywords in both papers are quite extensive, Das and colleagues
had to prioritize certain historic figures, events, places, and political
ideologies [11] and certain platform features, identity categories,
etc. [9] over others.

Thus, Das and colleagues’ understanding of the social, historic,
cultural, and political context of the Bengali communities or that of
the sociotechnical scaffolds of content moderation and governance
on BnQuora, determined the inclusion and exclusion criteria of key-
words. These lists led to a purposive sampling [29] and collection of
Q&A threads from the BnQuora platform. By reflecting what they
thought as “important" onto the list of keywords, they performed
agential cuts in the data collection. These cuts have determined
what these papers could focus on and study about the user inter-
action on BnQuora. For example, while both Bangabandhu Sheikh
Mujibur Rahman and Ziaur Rahman were influential figures in the
liberation movement of Bangladesh, the list of keywords in Das
and Semaan’s work [11] included the former but not the latter. One
can interpret such inclusion and exclusion while studying the de-
colonization of Bengali identity as the researchers’ bias towards or
prioritizing the political ideology of one of them over the other. In
both papers [9, 11], to determine in which Q&A threads the Bengali
users were undergoing through identity decolonization work or
different communities were talking about their experience with the
governance, is difficult. It is likely that many threads where these
discussions on identity decolonization and/or user experience were
taking place might have not been included into the trace dataset

1Das and colleagues [9] translated the Bengali word “moncho" as “stage". Quora stages
are somewhat equivalent to Facebook groups and subreddits.

because of some important keywords and phrases not being present
in the list of search terms. Thus, the traces collected through the
apparatus, i.e., the list of keywords present a reflection–partial and
incomplete representation, of pre-given objects (i.e. discussions,
phenomenon) leading to interpretivist accounts of the process in
both papers [9, 11].

3.1.2 Application Programming Interface (API) as Apparatus. Re-
searchers who study data from online platforms usually collect
their data using APIs [7, 30]. While some platforms (e.g., Twitter,
Reddit, StackExchange) offer API for data collection, researchers
often create their own APIs and web scraping tools for collecting
data from different online platforms. While Quora does not provide
an API, their terms of services2 permit the use of web crawlers
and scraping tools under a few conditions. Some examples of avail-
able data collection tools for Quora are: quoras [10], pyquora [28],
quora-scraper [4], quorapy [5], etc.

Both papers that we are discussing in this note used the quoras
API [10] in addition to Quora’s web interface to collect Q&A threads
data (questions, answers, and comments) from Quora. The first
author of these papers accessed both the web interface and the
quoras API using his Quora credentials [9, 11]. Since Quora provides
personalized Q&A threads to its users [31], by using a researcher’s
Quora credentials, their access and privileges on the platform (e.g.,
which Quora stages or spaces the researcher is a member of and
from which of these they can view posts) determines what contents
are accessible during data collection. This influenced what Q&A
threads researchers could retrieve and include during purposive
sampling–potentially introducing researcher biases in their initial
datasets. Moreover, while Quora offers multimodality, due to the
quoras API’s limitations, both papers only collected and analyzed
textual data from the platform [10]. By using the list of keywords
as input to the API, Das and colleagues formed the initial datasets
for both papers. The API acting as an apparatus determined and
put a boundary around what trace data get included and analyzed
in the studies on the Bengali communities’ collaborative identity
decolonization work [11] and their experiences on the platform [9].

3.2 Strategies for Democratizing and Limiting
Bias

Here, we discuss how the incorporation of unpersonalized recom-
mendations can broaden the scope, democratize and limit researcher
bias in data. However, while these recommendations can broaden
the scope of datasets, relevance of those should be considered before
including them into the final datasets. We reflect on how Das and
colleagues balanced between broadening the scopes and bounding
the contexts in their datasets [9, 11].

3.2.1 Recommendation Systems as Apparatus: Democratization through
Unpersonalized Recommendation. Das and colleagues, in both their
explorations–of BnQuora users’ strategies towards identity decol-
onization work [11] and the communities’ experience with the
governance practices on the platform [9] included QRA’s unperson-
alized recommendations about related questions into their datasets
as a form of snowball sampling [15].

2https://www.quora.com/about/tos
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As the QRA bases these recommendations on factors such as
user co-visit data and popularity [31], we argue that they capture
and reflect the aggregated interest and perceptions of the user mass
on Q&A threads’ relevance to the topic of interest. Unlike the list
of search keywords and phrases that reflected the sociohistoric
understandings of the researchers or unlike the API that reflected
the prior activities of an individual researcher, the QRA trains itself
based on interaction data from a much larger number of users.
Hence, the inclusion of QRA’s unpersonalized recommendations
on related questions broadened the scope of the data. For example,
Das and Semaan mentioned that while the term “Hindustan" (a
colloquial endonym of “India") was not present on their initial list
of keywords, unpersonalized recommendations on related questions
retrieved several Q&A threads on this keyword [11]. Later, they
included the Q&A threads on those topics in the dataset while
considering the QRA’s recommendations on related questions.

Acting as an apparatus that reflects the opinions of Quora’s vast
number of users, recommendation system on Quora contributed to
democratizing the datasets in both studies [9, 11]. Here, the QRA in-
formed by the user population of BnQuora serves as the apparatus.
We can describe the users living in a sociohistorically marginalized
society and using the BnQuora platform as the phenomena of inter-
est. In both studies, the apparatus and the phenomena co-configure
each other. Thus, the documentary traces that they generate are
not pre-given rather created, leading to diffractive approaches for
understanding the data [23].

3.2.2 Data LabelingWorkers as Apparatus: Balancing between Broader
scope and Bounded Context. While unpersonalized diverse recom-
mendations support exploring of new ideas [6, 19], datasets need
to be bounded within a context for research. Das and Semaan [11]
found that not all Q&A threads in the search results retrieved by
using the list of keywords and phrases and the ones recommended
by the QRA during their data collection process were relevant to
the context of their study. For example, searching with the term
“colonial" retrieved two particular questions–while one was related
to British colonization, the other was about colonization on Mars.
While the first question was relevant to the context of Das and
Semaan’s study [11] on Bengali communities’ identity work in rela-
tion to British colonization, the second was not considered relevant.
Therefore, as an effort to contextualize the dataset, they used an
additional data relevance labeling step between retrieving a poten-
tially relevant Q&A thread (from keyword searching or from QRA)
and including that into the dataset.

Whereas in-depth qualitative or quantitative analysis of trace
data requires critical thinking, expertise in specific methods (e.g.,
inductive thematic analysis, statistical models), tasks like labeling
whether a data instance is related to the context of the study is
less skill-intensive and are often done by crowdsourcing [18, 27].
However, the identities of communities or individuals performing
the data labeling tasks can shape the final dataset [25, 27]. The
web data, in this case, is subject to data labeling workers’ inter-
pretations to determine meanings–reflective reading of trace data.
As the data labeling workers navigate through the fuzzy bound-
aries of phenomena of interest, their perspectives play a role in the
inclusion/exclusion of trace data. The ones carrying out the data
labeling task, thus, collectively function as an apparatus through

which researchers see and study the data. Given that their lived ex-
periences influence the trace dataset, we emphasize the importance
of considering the positionality of the individuals who participate
in data labeling, similar to that in Das and Semaan’s work [11].

4 CONCLUSION
Sociocultural and political perceptions of researchers and their
relation with the context of a study and the corresponding com-
munity can embed certain biases in collecting and analyzing trace
data by preparing lists of keywords and using APIs. In this note,
we have discussed how the inclusion of on-platform recommenda-
tion systems in the data collection process can extend the scope of
the data. Besides, we explain how data labeling workers can help
contextualize the extended trace datasets. In addition to limiting
biases in the dataset, future researchers can repeat this process
of including algorithmically recommended related data multiple
times to prepare a large dataset. This repetitive process can pave
the way for answering various research questions using large-scale
trace ethnography and data science-based approaches. If such an
on-platform unpersonalized recommendation system is not avail-
able, researchers can consider using open-source recommendation
libraries on the platform’s public data dump to get similar rec-
ommendations on related traces to broaden the scope of datasets.
During this process, they should also reflect on the positionality
of the data labeling participants and emphasize the interpretivist
nature of such studies while resisting the narrative of studies using
online trace data to be completely unbiased and objective.
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